
Date:

12th June 2020
Time:

4:15 ~ 5.45 PM



Brief Introduction of Me
● Current Position: Assistant Professor at Department of 

Mechanical Engineering, University of Science and Culture 

(USC), Tehran, Iran

● PhD: University of Malaya (UM), Kuala Lumpur, Malaysia

● Postdoc Positions:

- 2.5 years at Korea University (KU), Seoul, South Korea

- 1 year at Nanyang Technological University (NTU), Singapore

- 2 years at Sharif University of Technology (SUT), Tehran, Iran

● Research Interests: Engineering Optimization, 

Metaheuristics, Applied Soft Computing and … .

https://scholar.google.com/citations?user=lNDummAAAAAJ&hl=en

Emails: ali_sadollah@yahoo.com

sadollah@usc.ac.ir 

Personal Website: www.ali-sadollah.com



Outline of My Presentation

Soft Computing



What are the metaheuristics?

Metaheuristics

● Computational methods

● Iteratively improve 

● Inspired by nature, real life events, etc

● No assumption of problem being solved

● Derivative free methods



Rule 1: Collision Avoidance

Avoid Collision with neighboring agents

Three common rules mostly used in Metaheuristics



Rule 2: Velocity Matching 

Match the velocity of neighboring agents

Three common rules mostly used in Metaheuristics



Rule 3: Flock (Swarm) Centering

Stay near neighboring agents

Three common rules mostly used in Metaheuristics



1. Very flexible.

2. Often they consider as global optimizers.

3. Often robust to problem size and random variables.

4. May be only practical alternative.

5. No need to calculate the derivative of function.

6. The problem can be continues or discrete, or mixed.

7. Faster and stronger than other traditional methods.

1. No Guarantee for finding global optimum point.

2. Initial parameters and tuning their values.

Disadvantages

Metaheuristics: Positives Vs. Negatives

Disadvantages



An Ideal Optimizer?!

1. Guarantee finding global optimum point

2. No need any initial or user parameters

3. Fast and mature convergence

4. Simple concept (simple programing)

5. High solution stability 

6. Great solution quality

7. Independent to the nature of a given problem

8. Independent to the number of D.Vs

Simultaneously



When to Use Metaheuristic algorithms?!

● When search space is large.

● When the “best” solution is not necessarily required.

● Approaches to solving a problem are not well-understood.

● Problems with many parameters that need to be simultaneously 

optimized.

● Problems that are difficult to describe mathematically.

● …



Evolutionary Algorithms (EAs) as problem solver 

(Goldberg’s 1989)
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Random search

Special, problem tailored method

Evolutionary algorithm



Scale of “all” problems
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Two Important Characteristics of Metaheuristics

● Diversification – makes sure the algorithm explores the search 

space globally

● Intensification – intends to search locally and more intensively

● A fine balance between these two components is very important 

to the overall efficiency and performance of an algorithm.
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Searching Space Final Solution Using Algorithm 1

Final Solution Using Algorithm 2 Final Solution Using Algorithm 3

Good Exploration Capability

Bad Exploitation Capability

Bad Exploration Capability

Good Exploitation Capability

Good Exploration Capability

Good Exploitation Capability

Objective : Maximization of Function Value



Heriot-Watt Universtiy

http://www.streamsim.com/sites/default/files/explorationvsexploitation.png

Miner
Conqueror

Adventurer



Trends of Metaheuristic Algorithms

Holland (1975) 

Genetic 
Algorithm

Glover (1977) 

Tabu Search

Kirkpatrick et 
al. (1983)

Simulated 
Annealing

Dorigo (1992)

Ant Colony 
Optimization

Kennedy and 
Eberhart

(1995)

Particle 
Swarm 

Optimization

Storn and 
Price (1996)

Differential 
Evolution

Geem and Kim 
(2001)

Harmony 
Search 

1970s 2001

http://www.google.co.kr/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&docid=8n6Gqz_ya0whaM&tbnid=QQrBWjW0gRc18M:&ved=0CAUQjRw&url=http://www.quickiwiki.com/en/Ant_colony_optimization&ei=LleMUoTMI-XOiAeX_YHYBQ&bvm=bv.56753253,d.aGc&psig=AFQjCNHf8FlHpVYzuN68fhLM5ahfBtGEtA&ust=1385015345222282


Geem and Kim 
(2001)

Harmony 
Search 

Nakrani and 
Tovey (2004)

Honeybee 
Algorithm

Yang (2007)

Firefly 
Algorithm

Yang and Deb 
(2008) Cuckoo 

Search

Yang (2010) 
Bat Algorithm

Eskandar et al. 
(2012)

Water Cycle 
Algorithm

Sadollah et al. 
(2018)

Neural 
Network 

Algorithm

2000s 2018

Trends of Metaheuristic Algorithms



Water cycle algorithm



Water Cycle Algorithm: Basic Concept

Concepts: Water cycle process (Hydrologic cycle)

Sea

Stream

River



Order of streams

Sea



Steps of Water Cycle Process

1. Precipitation

2. Surface Runoff

3. Infiltration

4. Transpiration

5. Evaporation and Condensation



Schematic view of Water Cycle Process

Water Cycle 

(hydrologic cycle)



Water Cycle Algorithm: Formulations
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Water Cycle Algorithm: Formulations

In order to designate streams to rivers and sea which depends on the intensity of 

the flow:

New positions for streams and rivers may be given as:

1

{ } , 1,2,...,
SR

n
n Streams SRN

i

i

Cost
NS round N n N

Cost


  



1 ( )i i i i

River River Sea RiverX X rand C X X     

1 ( )i i i i

Stream Stream River StreamX X rand C X X     

1 ( )i i i i

Stream Stream Sea StreamX X rand C X X     

1 2C 



WCA: Evaporation Conditions

After satisfying evaporation condition, the raining process must be applied:

max 1, 2,3,..., 1i

Sea River SRIf X X d i N

Evaporation and Raining Process

End

   

1 max
max max

Max

i
i i d

d d
Iteration

  

( )new

StreamX LB rand UB LB   

max 1,2,3,..., (1)i

Sea StreamIf X X d i NS

Evaporation and Raining Process

End

  



Processes of the WCA



Water Cycle Algorithm: Analogy

Nature Water Cycle Algorithm

Precipitation Initial Population

Stream(s) Individual(s) of population

River(s) Second best solution (a number of best solution)

Sea Best solution (optimum solution)

Surface Runoff Moving streams to rivers, and rivers to sea

Evaporation Evaporation condition

Water cycle process Iteration



Flowchart of the WCA



WCA: Pseudo Code



Constrained Handling Approach Used in the WCA

1. Feasible solution compared with Infeasible solution

2. Infeasible solutions having violations [0.01 0.001] Feasible solution 

3. Feasible solution with better cost           Feasible solution with good cost

4. Infeasible solution with smaller violation compared with 

Infeasible solution with small violation

4 Simple Rules Given in the Literature (Deb, 2001)



First Published Paper WCA



Let’s Check WCA out briefly in 

MATLAB!



WCA codes and more for downloads

https://ali-sadollah.com/water-cycle-algorithm-wca/



Number of papers based on some of well-known algorithms 

(by the date of 2020/04/22).

Review Over WCA



Number of published papers relevant to the WCA in different journals 

(2012~2020/04/22).

Review Over WCA



Journal contribution of published papers related to WCA 

(2012~2020/04/22).

Review Over WCA



Distribution of presented articles relevant to the WCA per year 

(2012~2020/04/22).

Review Over WCA



Water Based Metaheuristic 
Optimization Algorithms

Optimizers for 
Discrete 
Problems

RFD IWD WFA HCA

Optimizers for Continuous 
Problems 

WCA SRA WWO WEO RFO DOA

Water based metaheuristic optimization algorithms

Review Over WCA



Algorithm Abbr. Inspiration
Solution Initial Solution

Problem in 

Original Paper Initial Pop.
Year of 

Proposal
Citation

Single Pop. Random Local Cont. Disc.

River 

Formation 

Dynamics

RFD
Creating 

Rivers
      Drops 2007 131

Intelligent 

Water 

Drops

IWD
Behavior of 

Water Drops
      Water Drops 2007 317

Water Flow-

like 

Algorithm

WFA
Behavior of 

Fluid Flows
      Water Flow 2007 58

Water Cycle 

Algorithm
WCA

Water Cycle 

in Nature
      Streams 2012 559

Simulated 

Raindrop
SRD

Principles of

Raindrops
      Raindrops 2014 14

Water Wave 

Optimizatio

n

WWO

Movement of 

Water Waves 

in Shallow 

Water

      Water Waves 2015 239

Water 

Evaporation 

Optimizatio

n

WEO
Water 

Molecules
     

Water 

Molecules
2016 96

Rain-fall 

Optimizatio

n

RFO
Behavior of 

Raindrops
      Raindrops 2017 79

Hydrologica

l Cycle 

Algorithm

HCA

Water 

Movement in

Nature

      Water Drops 2017 16

Droplet 

Optimizatio

n Algorithm

DOA

Droplet 

Generation in 

Clouds

      Drops 2018 4

Water based metaheuristic optimization algorithms



Citations number of papers contained water based algorithms 

(by the date of 2020/04/22).

Review Over WCA



Citations number of papers contained water based algorithms 

(by the date of 2020/04/22).

Review Over WCA
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Chaotic based WCA

GCWCA

DC-WCA

EWCA

CWCA

Chaos WCA

Fuzzy Logic based WCA WCA-DPA

Binary based WCA BEWCA

Discrete based WCA

IWCA

DWCA

BWCA

Augmented Lagrangian based WCA
WCA-ALM

Other Modifications of WCA

QWCA

DS-WCA

GBWCA

GWCA

MWCA

ER-WCA

SPWCA

IPCWCA

WCA-ALR

PWCA

EWCA

MVWCA

HLWCA

Different modifications of WCA 

(2012~2020/04/22).

Review Over WCA



Modifications Proposed Algorithms Description of Modifications Problems / Applications Results

Gravitation-based Chaos WCA GCWCA
Defining a new chaotic mapping and incorporating in WCA to 

update the population
Numerical optimization

To enhance search ability, population 

diversity, and convergence accuracy 

and speed

WCA based diversity evaluation 

and chaos theory
DC-WCA

Defining a new evaporation process and using the chaos theory 

to generate new streams

Long-term Multi-reservoir 

optimization

To increase speed in finding optimal 

solution and improve convergence rate

Enhanced WCA based on chaos EWCA

High-quality initial solutions obtained by the chaos-based 

method, balancing of exploration of streams using a dynamic 

adaptive parameter, and dynamic variation of sub-water system 

size using the fitness value of rivers

Optimization of multi-reservoir 

systems

Performance improvement, Higher 

ability to find a feasible solution

chaotic based WCA CWCA Incorporates chaotic patterns into stochastic processes of WCA Optimization tasks
Better performance, to mitigate 

premature convergence

Modified (chaos) WCA Chaos WCA Improving evaporation process by chaos map

Optimized Fuzzy PI Controller for 

Improved Stability of Photovoltaic-

Based Distributed Generation 

Towards Microgrid Integration

To enhance stability of the proposed 

controller

Enhanced WCA using a fuzzy 

inference system
WCA-DPA Fuzzy dynamic adaptation of the parameters Optimization Benchmarks

Better performance in terms of accuracy 

and convergence rate

Binary encoding WCA BEWCA Binary encoding water cycle algorithm
Solving Bayesian network structures 

learning problem

Better performance, high accuracy, 

convergence speed

Improved discrete WCA IWCA Feature based search operator Urban traffic light scheduling problem Speed up the convergence

Discrete WCA DWCA Developing two movement operators
Symmetric and asymmetric traveling 

salesman problem
Better performance, convergence speed

Discrete WCA DWCA Using a discretization strategy
Remanufacturing rescheduling 

problem
Better performance

WCA-Augmented

Lagrangian method
WCA-ALM Augmented Lagrangian method Optimization problems Significant convergence, solution quality

Quantized WCA QWCA
Quantization of the phase results, using a speed boosting 

method

Antenna array synthesis by using 

digital phase shifters

Better performance, less computational 

time

Dual-system WCA DS-WCA New processes of inland and ocean cycles
Constrained engineering optimization 

problems

Faster and more robustness compared 

with the others 

Gaussian bare-bones WCA GBWCA Developing new movement operators
ORPD problem in electric power 

systems
Higher efficiency, better performance

Gradient-Based WCA with 

Evaporation Rate
GWCA

Incorporating a local operator named as gradient-based 

approach
Chaos Suppression Higher efficiency

Modified WCA MWCA Increasing the C value in WCA
Optimal direction overcurrent relays 

coordination
Better performance

Evaporation Rate based WCA ER-WCA Introducing evaporation rate
Constrained and unconstrained 

optimization problems

Better balance between exploration and 

exploitation phases

Self-adaptive Percolation WCA SPWCA
Percolation

behavior
Optimization problems Better convergence speed

Inter-Peer Communication WCA IPCWCA Inter-Peer communication mechanism Optimization problems Better performance

WCA with Active Learning and 

Return Strategy
WCA-ALR

Selection method for choosing learning targets, a promising 

position sifting and returning strategy
Optimization problems Better performance

WCA with percolation operator PWCA Percolation operator Clustering analysis

Better performance in terms of the 

quality, speed and stability of the final 

solutions.

Enhanced Water Cycle Algorithm EWCA Developing the WCA by mutation and crossover operators 

Optimal Network Reconfiguration and 

DG Integration in Power Distribution 

Systems

The improvement of the considered 

indices

Mutation

Volatilization-Dependent WCA
MVWCA Adding mutation operator to the WCA

Optimum Design of PV-Battery-

Based Microgrid
The performance improvement 

Hierarchical learning WCA HLWCA Using hierarchical learning concept Optimization The efficiency of the presented method 



Percentage of the WCA modifications in the literature 

(2012~2020/04/22)

Review Over WCA



Variants of WCA Problems/Applications Year

Standard WCA
Simulating hydraulic shaking table for estimating harmonic 

information such as amplitude and phase
2019

Standard WCA Solving job shop scheduling problem 2015

Standard WCA Parameter estimation of lithium-ion batteries dynamic model 2017

Standard WCA Efficient multiprocessor scheduling 2018

Standard WCA Soil shear strength prediction 2020

Standard WCA Community detection in networks 2019

Standard WCA Trusted routing in smart grid communication network 2020

Standard WCA Performance analysis of the hierarchical routing protocols 2019

Standard WCA Load frequency control of single area power system 2019

Standard WCA Calibration of the QUAL2Kw model 2019

WCA-DPA Optimization benchmarks
2017

2016

BEWCA Solving Bayesian network structures learning problem 2018

IWCA Urban traffic light scheduling problem 2017

DWCA Symmetric and asymmetric traveling salesman problem 2018

DWCA Remanufacturing rescheduling problem 2017

WCA-ALM

Benchmark optimization problems

2019

ER-WCA 2015

SPWCA 2015

IPCWCA 2019

GWCA Chaos Suppression 2017

PWCA Clustering analysis 2019

WNN-WCA Demand prediction in cloud computing 2019

GA-WCA Impact identification of framed structures 2018

WCSA Spam E-mail detection 2019

WCA–PNN Classification problems 2020

EG-ERWCA IoT service selection 2019

A Summary of The WCA Applications in Unconstrained 

Optimization Problems (2012~2020/04/22)



Variants of WCA Problems/Applications Year

Standard WCA
Improving the power management system of a stand-alone hybrid green power generation 

based on the fuzzy logic controller
2015

Standard WCA Sizing optimization of truss structures 2015

Standard WCA Restoring contrast in images or videos while preserving its colorfulness and brightness. 2017

Standard WCA Effective parameters estimation of PV cell/module 2017

Standard WCA Extracting the optimal parameters of PV module 2017

Standard WCA Sizing optimization of sandwich panels having prismatic core 2013

Standard WCA Optimization of closed-loop Supply chain network design 2016

Standard WCA Optimal power flow solution 2016

Standard WCA Load frequency controller for interconnected power systems comprising non-linearity 2016

Standard WCA Solving smooth and non-smooth economic dispatch 2017

Standard WCA Optimal allocation and sizing of multiple DG and capacitor banks 2017

Standard WCA Optimal placement and sizing of distributed generation and capacitor banks 2018

Standard WCA Decarbonized unit commitment 2018

Standard WCA Tuned PI control of a doubly fed induction generator 2018

Standard WCA Continuous p-median problem 2018

Standard WCA Optimal control strategy for efficient operation of an autonomous microgrid 2018

Standard WCA Transient stability augmentation of a wave energy conversion system 2019

Standard WCA Optimal coordination of direction overcurrent relays 2018

Standard WCA Optimal scheduling of CCHP with distributed energy resources 2019

Standard WCA Power system stabilizer robust design for power systems 2015

Standard WCA Optimal energy saving of doubly fed induction motor 2019

Standard WCA The environmental economic scheduling of hydrothermal energy systems 2016

Standard WCA Short-term hydrothermal scheduling 2017

Standard WCA Robust possibilistic programming for multi-item EOQ model 2018

Standard WCA Optimization of a fuzzy sliding-mode controller for stand-alone hybrid renewable power system 2019

Standard WCA Optimal overcurrent relays coordination in electric power systems 2019

Standard WCA Pipe size design optimization of water distribution networks 2019

Standard WCA Energy constraints in water distribution networks 2019

Standard WCA Computationally expensive and combinatorial Internet shopping optimization problems 2018

Standard WCA The reliability redundancy allocation problem with a choice of redundancy strategies 2019

Standard WCA Optimal dynamic and steady-state performance of switched reluctance motor 2018

Standard WCA Short-term hydrothermal coordination 2017

Standard WCA Optimization of a hybrid phase-change memory cell 2019

Standard WCA Short-term solar power prediction using multi kernel-based random vector functional link 2019

Standard WCA Frequency control of renewable-based isolated two area interconnected microgrid 2019

A
 S

u
m

m
a
ry

 o
f 

T
h

e
 W

C
A

 A
p

p
li
c
a
ti

o
n

s
 i
n

 

C
o

n
s

tr
a

in
e

d
 O

p
ti

m
iz

a
ti

o
n

 P
ro

b
le

m
s
 (

2
0

1
2

~
2

0
2

0
/0

4
/2

2
)



Variants of WCA Problems/Applications Year

Standard WCA Robot path planning 2018

Standard WCA Energy efficient design of three phase induction motor 2020

Standard WCA Optimal capacitor allocation in distribution networks 2020

Standard WCA Distribution network reconfiguration and DG integration 2020

Standard WCA
Effective network reconfiguration with distributed generation

allocation in radial distribution networks
2019

Standard WCA Decarbonized unit commitment 2018

Standard WCA Optimal placement of wind turbines in wind farms 2019

Standard WCA Constrained type optimal coordination of over current relay problem 2019

Standard WCA Load frequency control Coordination using PID controller 2019

Standard WCA Optimum design of a hybrid photovoltaic/diesel/battery/system 2019

GCWCA Numerical optimization 2017

DC-WCA Long-term Multi-reservoir optimization 2018

EWCA Optimization of multi-reservoir systems 2017

CWCA Optimization tasks 2017

Chaos WCA
Optimized fuzzy pi controller for improved stability of photovoltaic-based 

distributed generation towards microgrid integration
2020

QWCA Antenna array synthesis by using digital phase shifters 2014

DS-WCA Constrained engineering optimization problems 2016

GBWCA ORPD problem in electric power systems 2017

MWCA Optimal direction overcurrent relays coordination 2019

ER-WCA 

Optimization problems

2015

WCA-ALR 2019

HLWCA 2020

EWCA
optimal network reconfiguration and DG integration in power distribution 

systems
2020

MVWCA Optimum design of pv-battery-based microgrid 2020

HWAA Optimal order allocation problem with mixed quantity discount scheme 2015

WCMFO Solving numerical and constrained engineering optimization problems 2017

Masi- WCA
Performing color image segmentation over the optimal threshold value 

selection process
2018

AWCA Manufacturing cell design 2019

A Summary of The WCA Applications in Constrained 

Optimization Problems (2012~2020/04/22)



Number of WCA papers based on category of 

unconstrained and constrained optimization problems 

(2012~2020/04/22)

Review Over WCA



Proposed 

Algorithms
Problems/Applications Results obtained by MOWCA

MWCA Extractive single document summarization
Better performance of the proposed approach as compared to state-of-

the-art techniques in terms of ROUGE−2 score for both datasets

MOWCA
Multi-item EOQ model considering partial 

backordering and defective supply batches.

Superior performance in solving the complex multi-objective model, the 

reduction of the search radius over the course of iterations

MOUWCA
Operation management of a micro-grid with 

multiple distributed generations

Speed up the convergence, more accurate to find extreme solutions on 

the true Pareto optimal front

MOWCA Coordinated design of UPFC and PSS
the efficiency and the superior performance of the proposed method 

when compared with other algorithms such as PSO and GAs

MOWCA Multi-objective linear fractional programming
Better performance, higher efficiency compared with the other reported 

optimizers

MOWCA
Constrained multi-objective optimization 

problems

Providing a superior quality of Pareto optimal solutions over constrained 

MOPs

MOWCA Portfolio selection

Results indicate that the applied MOWCA is an efficient and practical 

optimizer compared with the other methods for handling portfolio 

optimization problems

MOWCA Multi-objective optimization problems
Verifying the efficiency of the WCA and its exploratory capability for 

solving the multi-objective benchmarks problems

MOWCA

Economic dispatcher for sequential and 

simultaneous objectives including practical 

constraints

Numerical results indicate the viability and the strength of the proposed 

WCA-based ELD method to other multi-objective optimizers

Multi-objective Versions of WCA 

(2012~2020/04/22)



Hybridizations of Water Cycle Algorithm

Hybridization of WCA with 
Metaheuristics

Artificial Bee Colony

Wavelet 
Neural 

Network 
Algorithm

Moth Flame 
Optimization 

Algorithm

Genetic 
Algorithms

Simulated 
Annealing

Hybridization of WCA with Other Methods

Masi Entropy 
Method

Evolutionary 
Game 

Probabilistic 
Neural 

Network 

Autonomous 
Search 

Various Hybridizations of the WCA 

(2012~2020/04/22)

Review Over WCA



Proposed 

Algorithms
Description Problems/Applications Results/Outcomes

Hybridization of WCA with Metaheuristics

HWAA Hybridization with ABC

Optimal order allocation 

problem with mixed quantity 

discount scheme

Better performance in terms of 

solution quality

WCMFO

Hybridization with moth-

flame optimization algorithm 

(MFO) 

Solving numerical and 

constrained engineering 

optimization problems

Capability in finding the global 

optimal along with good quality 

solutions

GA-WCA Hybridization with GAs
Impact identification of 

framed structures

Superiority of WCA in exploration or 

global search over large design 

space having many design 

variables

WCSA
Hybridization with simulated 

annealing (SA)
Spam E-mail Detection

Efficiency of WCASA over other 

reported methods

Hybridization of WCA with Other Methods

WNN-WCA

Hybridization with wavelet 

neural network algorithm 

(WNN) 

Demand prediction in cloud 

computing
High accuracy, high running time

Masi- WCA Hybridization with Masi

entropy method

Performing color image 

segmentation over the 

optimal threshold value 

selection process

Effective performance of the WCA 

over other existing optimizers

WCA–PNN
Hybridization with 

probabilistic neural network
Classification problems

Good convergence speed and 

accuracy of the proposed method

EG-ERWCA
Hybridization with game 

theory
IoT service selection Good performance of EG-ERWCA

AWCA
Hybridization with 

Autonomous search
Manufacturing Cell Design

Applicability of method for solving 

problems

Hybridizations of WCA With Optimization Methods 

(2012~2020/04/22)



Field of Study Problems/Applications Year

Electronic Engineering

Efficient multiprocessor scheduling 2018

Determination of the harmonic information such as amplitude and phase
2019

Energy constraints in wireless sensor network

Mechanical Engineering Sizing optimization of sandwich panels having prismatic core 2013

Civil Engineering

Sizing optimization of truss structures 2015

Optimization of multi-reservoir systems
2017

Urban traffic light scheduling problem

Impact identification of framed structures
2018

Long-term multi-reservoir optimization

Pipe size design optimization of water distribution networks
2019

Calibration of the QUAL2Kw model

Soil shear strength (SSS) prediction 2020

Computer Engineering

Optimal solving of job shop scheduling problem 2015

Restoring contrast in images or videos while preserving its colorfulness and brightness 2017

Computationally expensive and combinatorial Internet shopping optimization problems

2018

Extractive single document summarization

Performing color image segmentation over the optimal threshold value selection process

Solving Bayesian network structures learning problem

Robot path planning

Symmetric and asymmetric traveling salesman problem

Demand prediction in cloud computing

2019

Optimization of a hybrid phase-change memory cell

Community detection in networks

Spam E-mail Detection

Internet of things service selection 

Classification problems 2020

A summary of the WCA Applications in Diverse Filed of Studies



Field of Study Problems/Applications Year

Electrical 

Engineering

Improving the power management system of a stand-alone hybrid green power generation based on the fuzzy logic controller 2015

Power system stabilizer robust design for power systems

The environmental economic

scheduling of hydrothermal energy systems

2016Operation management of a micro-grid with multiple distributed generations

Coordinated design of UPFC and PSS

Optimal power flow

Effective parameters estimation of PV cell/module

2017

Extracting the optimal parameters of PV module

Parameter estimation of Lithium-ion batteries dynamic model

Solving smooth and non-smooth economic dispatch

Economic dispatcher for sequential and simultaneous objectives including practical constraints

Short-term hydrothermal scheduling

Short-term hydrothermal coordination

ORPD problem in electric power systems

Optimal allocation and sizing of multiple and single distributed generation and capacitor banks

2018

Decarbonized unit commitment

Optimal control strategy for efficient operation of an autonomous microgrid

Optimal coordination of direction overcurrent relays

Optimal dynamic and steady-state performance of switched reluctance  motor

Decarbonized unit commitment

Transient stability augmentation of a wave energy conversion system

2019

Optimal scheduling of CCHP with distributed energy resources

Optimal energy saving of doubly fed induction motor

Optimal overcurrent relays coordination in electric power systems

Optimal direction overcurrent relays coordination

Short-term solar power prediction using multi kernel-based random vector functional link

Frequency control of renewable-based isolated two area interconnected microgrid

Effective network reconfiguration with distributed generation allocation in radial distribution networks

Optimal Placement of Wind Turbines in Wind Farms

Load frequency control of single area power system

Constrained type optimal coordination of over current relay problem

Load frequency control Coordination using PID controller

Energy efficient design of three phase induction motor

2020

Optimal capacitor allocation in distribution networks

Trusted Routing in Smart Grid Communication Network

Distribution Network Reconfiguration and DG Integration

Optimum Design of a Hybrid Photovoltaic/Diesel/Battery/System

Optimal Network Reconfiguration and DG Integration in Power Distribution Systems



Field of Study Problems/Applications Year

Control 

Engineering

Load frequency controller for interconnected power systems comprising non-linearity 2016

Tuned PI Control of a doubly fed induction generator 2018

Optimization of a fuzzy sliding-mode controller for

stand-alone hybrid renewable power system
2019

Independent distributed generation controllers 2020

Optimization & 

Metaheuristics

Constrained multi-objective optimization problems 2015

Open source code for the WCA 2016

An overview evaluation based on the WCA 2018

Optimal solving of benchmark optimization problems

2015

2016

2017

2019

Constrained and unconstrained engineering optimization problems

2020

2012

2015

2016

2017

Industrial 

Engineering

Optimal order allocation problem with mixed quantity discount scheme 2015

Optimization of closed-loop supply chain network design 2016

Portfolio selection
2017

Remanufacturing rescheduling problem

Continuous p-median problem

2018Multi-item EOQ model considering partial backordering and defective supply batches

Robust possibilistic programming for multi-item EOQ model

The reliability redundancy allocation problem with a choice of redundancy strategies

2019Performance analysis of the hierarchical routing protocols

Manufacturing Cell Design Problem

Mathematics
Multi-objective linear fractional programming 2018

Clustering analysis 2019



Percentage of the published papers which utilized the WCA 

in different filed of studies (2012~2020/04/22). 

Review Over WCA



Number of the published papers based on the WCA by 

different filed of studies (2012~2020/04/22).

Review Over WCA



Number of the published WCA papers with respect to standard WCA, the 

multi-objective WCA, hybridizations of WCA, and 

modifications/improvements of WCA (2012~2020/04/22).

Review Over WCA



Contributions of different continents in using the WCA and its 

variants (2012~2020/04/22). 

Review Over WCA
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• WCA and its coding and strategies have been discussed.

• From the different analyses, the following findings also can be summarized as

follows:

- Till now, comparing the water based optimization methods, the WCA possesses

the highest citations and published papers in the literature which shows its

popularity among water based metaheuristics.

- Till now, electrical engineering major is pioneer of using WCA in engineering fields.

In majors such as mechanical engineering depends on its nature, rarely the WCA

has been utilized.

WCA: Summary



WCA: Summary

- Till now, in 2019, the citations and number of published articles related to WCA are

the highest since proposing the WCA.

- So far, the WCA mostly is applied for solving constrained engineering optimization

problems.

- Till now, Asia has the biggest contributions to the WCA, while America has the

lowest ones.



• As future guideline, lots of research have been carried out using the WCA and its variants

till the present. However, it is expected to witness more and more applications,

improvements, hybridizations of this metaheuristic optimizer in future in the literature.

• Still, many EAs and SI algorithms have not been combined with the WCA and many

different variants of multi-objective strategies are not applied in the WCA.

• Indeed, in terms of multi-objective aspect, the WCA is not well-developed and in spite of

multi-objective nature of the most real optimization problems serious attentions should be

taken into account for future researches.

• More improved versions of WCA equipped with the latest, efficient strategies should be

considered in future research.

• WCA is not well-used in some engineering majors such as mechanical engineering.

WCA: Future Directions
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Neural Network Algorithm (NNA)

● A metaheuristic optimization algorithm (population-based)

● Inspired by the artificial neural networks (ANNs) and biological 

nervous system.

● Benefits from complicated structure of the ANNs and its 

operators in order to generate new candidate solutions. 



How the human brain works?

● Human brain is composed of 86 billion nerve cells called neurons which

are connected to other thousand cells by Axons.

● Stimuli from external environment or inputs from sensory organs are

accepted by dendrites.

● These inputs create electric impulses, which quickly travel through the

neural network. A neuron can then send the message to other neuron to

handle the issue or does not send it forward.



Artificial Neural Networks (ANNs)

Artificial neural networks (ANNs) are computational models (i.e.,

interconnected computing units) inspired by the structure of biological

neural networks. As in nature, the connections among units largely

determine the network function.



There are two Artificial Neural Network topologies: Feed Forward and Feedback.

● Feed Forward ANNs: the information flow is unidirectional. A unit sends information 

to other units from which it does not receive any information. In general, the feed-

forward networks are “static” (Fig. a). 

● Recurrent ANNs: feedback loops are allowed. In this sense these neural networks are 

“dynamic” (Fig. b). 

Artificial Neural Networks (ANNs)



How ANNs mimics Human Brain?!

● ANNs are composed of multiple nodes, which imitate biological neurons of human brain.

● The neurons are connected by links and they interact with each other.

● The nodes can take input data and perform simple operations on the data.

● The result of these operations is passed to other neurons.

● The output at each node is called its activation or node value.

● Each link is associated with weight.

● ANNs are capable of learning, which takes place by altering weight values.

● ANNs tries to map input data to the target data iteratively.



The ANNs, simply speaking, tries to map input data to the target data. Therefore, the

ANNs tries to reduce the error (e.g., mean square error) among predicted solutions

and target solutions using iteratively changing the values of weight functions (wij)

(see Fig. 1b). However, in the optimization, the goal is to find the optimum solution,

and a metaheuristic algorithm should search a feasible optimal solution using a

defined strategy.

ANN         NNA



ANN         NNA
• Therefore, inspired by the ANNs, in the NNA, the best obtained

solution at each iteration is assumed as target data and the aim is to

reduce the error among the target data and other predicated pattern

solutions (i.e., moving other predicted pattern solutions towards the

target solution).

• NNA concept is matched with minimization problems.



Basic idea of NNA

● Like other metaheuristics, the NNA also works on a population.

● Initially, we generate the predicted solutions (i.e., Pattern Solution) to

the problem.

● The best obtained Pattern Solution is set to a target data (Best

Solution).

● NNA aims to reduce the error between the target solution and the

other predicted solutions by changing the value of weights and pattern

solutions.



NNA: Formulation

● Initialization of  Pattern Solution = [x1, x2, x3,…, xD]

● In general, a population of pattern solution is stored in the following matrix:
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The NNA resembles ANNs having Npop input data having D dimension(s) and only one target

data (response). After setting the target solution (XTarget) among the other pattern solutions,

the target weight (WTarget), the weight corresponding to the target solution, has to be selected

from the population of weight (weight matrix).



NNA: Weight matrix

W is a square matrix (Npop×Npop) which generates random numbers uniformly between zero to

one during iterations. The first subscript of weight relates to its pattern solution and the second

subscript of weight is shared with the other pattern solutions.

In the ANNs, the artificial neurons or the processing units may have several input paths,

corresponding to the dendrites. Using a simple summation, the unit combines the weighted

values of these input paths. The result is an internal activity level for the unit.
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Back to the NNA, initial weights are defined as given in the following equation:



• However, there is a constraint for the weight values. The imposed

constraint is the summation of weights for a pattern solution should not

exceed one, mathematically, it can be defined as given follows:

 (0,1) , 1,2,3,...,ij popw U i j N 

1

( ) 1, , 1,2,3,...,
Npop

ij pop

j

w t i j N


 

Without the above constraint, the weight values tend to grow (i.e., values

more than one) in a specific direction and therefore, the algorithm will be

stuck in a local optimum point.

NNA: Weight matrix

• Having this constraint gives the NNA’s agents controlled movement with 

mild bias (varying from zero to one). 



NNA: Generation of New Pattern Solutions

After forming the weight matrix (W), new pattern solutions (XNew) are

calculated using the following equation inspired by the weight summation

technique used in the ANNs:

 

1

( 1) ( ) ( ), 1,2,3,...,
Npop

New

j ij i pop

i

X t w t X t j N


   

 ( 1) ( ) ( 1), 1,2,3,...,New

i i i popX t X t X t i N    

For instance, if we have six pattern solutions (i.e., six neurons, population

size of 6), updating the first new pattern solution can be calculated as given

follows:

 
1 11 1 21 2 31 3 41 4 51 5 61 6( 1) ( ) ( ) ( ) ( ) ( ) ( )NewX t w X t w X t w X t w X t w X t w X t      



Idea of updating new pattern solutions: 

An Example



NNA: Updating of Weight Matrix

After creating the new pattern solutions from the previous population of

patterns, the weight matrix should be updated as well, based on the value of

the best weight so called “target weight”. The following equations suggest an

updating equation for the target weight:

 g( 1) ( ) 2 ( ( ) ( )), 1,2,3,...,Updated Tar et

i i i popW t W t rand W t W t i N      
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NNA: Bias Operator

• Bias current is always tied to a surrounding condition (e.g., noise), so 

as to make the output of each neuron respect the surrounding 

condition.

• In the NNA, the bias operator modifies a certain percentage of the 

pattern solutions in the new population of pattern solutions and 

updated weight matrix (acting as a noise). 

• In other words, the bias operator in the NNA is another way to explore 

the search space (exploration process) and it acts similar to the 

mutation operator in the GA. 



Suggested strategy for the bias operator applied to new input solutions and 

updated weight matrix.

For i = 1 to Npop

If rand ≤ β

%% ------------- Bias for New Pattern Solution---------------------------------------------------------------

Nb = Round (D×β) % Nb: No. of biased variables in population of new pattern solution

For j = 1: Nb

XInput (i, Integer rand [0, D]) = LB+(UB-LB) ×rand.

End For

%% ------------- Bias for Updated Weight Matrix ------------------------------------------------------------

Nwb = Round (Npop×β) % Nwb: No. of biased variables in updated weight matrix

For j = 1: Nwb

WUpdated (j, Integer rand [0, Npop]) = U (0,1).

End For

End If

End For

NNA: Bias Operator

β is a modification factor, which determines the percentage of the pattern

solutions that should be altered. The initial value of β is set to 1 (means 100

percentage chance to modify all individuals in population) and its value

adaptively has been reduced at each iteration using any reduction formulation.



NNA: Transfer Function Operator

In the NNA, unlike ANNs, transfer function operator transfers the new

pattern solutions in the population from their current positions in the

search space to new positions in order to update and generate better

quality solutions toward the target solution. The improvement of the

solutions is made by moving the current new pattern solutions closer to

the best solution (target solution).

 * arg( 1) ( ( 1)) ( 1) 2 ( ( ) ( 1)), 1,2,3,...,T et

i i i i popX t TF X t X t rand X t X t i N          



Combination of Bias and TF operators in the NNA

For i = 1 to Npop

If rand ≤ β

%% ----------------- Bias Operator ----------------------------------------------------

Bias Operator 

Else (rand > β)

%% ----------------- Transfer Function (TF) Operator -------------------------

End If

End For

 * arg( 1) ( ( 1)) ( 1) 2 ( ( ) ( 1)), 1,2,3,...,T et

i i i i popX t TF X t X t rand X t X t i N          

at early iterations, there exists more chances for the bias operator

generating new pattern solutions (more opportunities for discovering

unvisited pattern solutions) and also new weight values. However, when

the iteration number is increasing, this chance decreases, and the TF

operator plays more important roles in the NNA especially at final iterations.

NNA: Bias & Transfer Function 

Operators



NNA: Sequential steps of NNA



Schematic view of NNA
NNA has self-feedback and global feedback. 



Flowchart of NNA



Steps of NNA



First Published paper of NNA



More Published Papers So Far



NNA codes and more for downloads

https://ali-sadollah.com/neural-network-algorithm-nna/



Let’s Check NNA out briefly in 

MATLAB!
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Thank you for your attention!



Any Questions?

Emails:     ali_sadollah@yahoo.com

sadollah@usc.ac.ir 

Personal Website:   www.ali-sadollah.com

Q & A


