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Outline of My Presentation

Soft Computing



What are the metaheuristics?

Metaheuristics

ǒ Computational methods

ǒ Iteratively improve 

ǒ Inspired by nature, real life events, etc

ǒ No assumption of problem being solved

ǒ Derivative free methods



Rule 1: Collision Avoidance

Avoid Collision with neighboring agents

Three common rules mostly used in Metaheuristics



Rule 2: Velocity Matching 

Match the velocity of neighboring agents

Three common rules mostly used in Metaheuristics



Rule 3: Flock (Swarm) Centering

Stay near neighboring agents

Three common rules mostly used in Metaheuristics



1. Very flexible.

2. Often they consider as global optimizers.

3. Often robust to problem size and random variables.

4. May be only practical alternative.

5. No need to calculate the derivative of function.

6. The problem can be continues or discrete, or mixed.

7. Faster and stronger than other traditional methods.

1. No Guarantee for finding global optimum point.

2. Initial parameters and tuning their values.

Disadvantages

Metaheuristics: Positives Vs. Negatives

Disadvantages



An Ideal Optimizer?!

1. Guarantee finding global optimum point

2. No need any initial or user parameters

3. Fast and mature convergence

4. Simple concept (simple programing)

5. High solution stability 

6. Great solution quality

7. Independent to the nature of a given problem

8. Independent to the number of D.Vs

Simultaneously



When to Use Metaheuristic algorithms?!

ǒWhen search space is large.

ǒWhen the ñbestò solution is not necessarily required.

ǒ Approaches to solving a problem are not well-understood.

ǒ Problems with many parameters that need to be simultaneously 

optimized.

ǒ Problems that are difficult to describe mathematically.

ǒé



Evolutionary Algorithms (EAs) as problem solver 

(Goldbergôs 1989)

Scale of ñallò problems
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Random search

Special, problem tailored method

Evolutionary algorithm
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Two Important Characteristics of Metaheuristics

ǒ Diversificationïmakes sure the algorithm explores the search 

space globally

ǒ Intensification ïintends to search locally and more intensively

ǒ A fine balance between these two components is very important 

to the overall efficiency and performance of an algorithm.
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SearchingSpace Final Solution UsingAlgorithm 1

Final Solution UsingAlgorithm 2 Final Solution UsingAlgorithm 3

GoodExploration Capability

BadExploitation Capability

BadExploration Capability

GoodExploitation Capability

GoodExploration Capability

GoodExploitation Capability

Objective: Maximization of Function Value
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Trends of Metaheuristic Algorithms

Holland (1975) 

Genetic 
Algorithm

Glover (1977) 

Tabu Search

Kirkpatrick et 
al. (1983)

Simulated 
Annealing

Dorigo (1992)

Ant Colony 
Optimization

Kennedy and 
Eberhart

(1995)

Particle 
Swarm 

Optimization

Storn and 
Price (1996)

Differential 
Evolution

Geemand Kim 
(2001)

Harmony 
Search 

1970s 2001


